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. BACKGROUND

» Despite the potential benefits of Al in enhancing
medical education &research, there are significant
challenges & potential negative consequences
associated with its integration

l y
= Lack of comprehensive curricula ™at include Al training, \

= Potential dependency on Al that may undermine traditional clinical
skills,

= Ethical issues related to data privacy

= Possible marginalization of human judgment in clinical decision-
making

= Cheating and plagiarism

Dwivedi et al., (2021)




. BACKGROUND

This systematic review
examines the adverse
effects of Al in medical
education & research,
Including issues related to
ethical concerns, data
quality, and dependence on

technology.
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Il. OBJECTIVES

ldentity the challenges and negative
impacts associated with the
integration of Al into medical fraining
and research methodologies.

Propose regulatory frameworks or
guidelines for the effective integration
of Al info medical education that
balance technology and fraditional
clinical fraining.
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lll. METHODOLOGY

The review Inclusion criteria
systematically are peer-reviewed
searches academic articles that discuss
databases such as the application and
PubMed, Scopus, Impact of Al In

and Google Scholar medical education

for peer-reviewed » and Research.
articles published

from 2010 to 2023.
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PART ONE:

Al IN MEDICAL EDUCATION: NEGATIVE
IMPACITS
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3. FINDINGS & DISCUSSIONS
Al IN MEDICAL EDUCATION: NEGATIVE IMPACTS

1. Reduced Human Interaction

Al-driven educational tools can reduce face-to-face
Interactions between students and instructors,
which may impair the development of critical
Interpersonal skills essential for patient care.

The reliance on virtual simulations and automated
feedback might limit opportunities for students to
engage In collaborative learning and real-world
problem-solving.

Roll, I., & Wylie, R. (2016). Evolution and Revolution in Artificial Intelligence in Education.
d International Journal of Artificial Intelligence in Education, 26(2), 582-599




Example:Anatomage table to replace dissection?
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3. FINDINGS & DISCUSSIONS
Al IN MEDICAL EDUCATION: NEGATIVE IMPACTS

| Ve e I a C e O e C O O g y Discover and create custom versions of ChatGPT that combine instructions, extra knowledge,
and any combination of skills

There Is a risk that students might become [
overly dependent on Al tools, which could K YT S

hinder the development of their critical thinking
GPTs created by
the ChatGPT team

and decision-making skills.

Chen et.al. (2020). Artificial Intelligence In
Education: A Review. IEEE Access, 8, 75264-75278
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Example

D

@® ChatGPT

00

oo Explore GPTs

Yesterday

Healthcare Collaboration: Re

Previous 7 Days
Creating Personalized Webpaa:

Strategic Health Workforce Mai

Previous 30 Days

Interprofessional Collaboration

+ Add Team workspace

&

ANNUAL CONFERE
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ChatGPT 40 mini g

el e i S BT R

services across the nation.
M P P <

Night blindness and xerophthalmia are generally conditions
associated with the deficiency of which vitamin?

© Night blindness and xerophthalmia are generally associated with a deficiency of Vitamin A. Vitamin A
is essential for maintaining healthy vision, immune function, and skin integrity. Lack of this vitamin
can lead to impaired vision, particularly in low-light conditions (night blindness) and can cause

xerophthalmia, which involves dryness of the conjunctiva and cornea.

O S P

Message Ch

ChatGPT can make mistakes. Check important info.

ON IN THE ERA
IFICIAL INTELLIGENCE
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3. FINDINGS & DISCUSSIONS

Al IN MEDICAL EDUCATION: NEGATIVE IMPACTS

3. Data Privacy and Security Issues

The use of Al In education may involve collecting
and analyzing large amounts of personal data.
Breaches of such sensitive information could — PNECEEtz—

undermine trust in educational institutions and o
Al technol O0Q 1eS o QU [ e

Price, W. N., & Cohen, I. G. (2019). Privacy in the age of medical big data.
Nature Medicine, 25(1), 37-43.
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3. FINDINGS & DISCUSSIONS
Al IN MEDICAL EDUCATION: NEGATIVE IMPACTS

4. Bias and Fairness in Al Algorithms

Since Al algorithms are
built by humans, they can
have built-in bias by those

Al systems can pote _tially_ perpetuate ar_1d who either intentionally or
exacerbate existing biases If the underlying EiCc AL
- - them into the algorithm
algorithms are not properly designed and
managed

Algorithmic bias, which occurs when the algorithms themselves are flawed.

Data bias, which stems from datasets that are unrepresentative or prejudiced.

BOBE

Interpretation bias, which arises when the outputs of Al systems are
misconstrued or misapplied.

Mehrabi et al., (2021). A Survey on Bias and Fairness in Machine Learning. ACM Computing Surveys (CSUR), 54(6), 1-35.



https://searchenterpriseai.techtarget.com/definition/machine-learning-bias-algorithm-bias-or-AI-bias

PART II:
THE Al IN MEDICAL RESEARCH:

NEGATIVE IMPACITS
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Al | MEDICAL RESEARCH: NEGATIVE IMPACTS

e Al-driven research can raise ethical issues

. related to the use of patient data without
1. Ethical proper consent, potential biases in Al
COncerns algorithms, and the moral implications of Al

decision-making in clinical trials and studies
e Floridi ef. Al., (2019).

e Al systems depend heavily on the quality of
data they are trained on. Poor data quality

2 Quqm-y Clnd can lead to inaccurate predictions and

unreliable research outcomes that could

Relia bili'l'y of lead to incorrect conclusions and

potentially harmful applications in clinical

Data . practice

e Roll& Wylie (2016). Evolution and Revolution in Artificial Intelligence
~ " ANNUAL CONFERENCE in Educq’rion. International Journal of Artificial Intelligence in
& 7 ASSOCIATION OF MEDICAL COUNCILS OF AFRICA Education, 26(2), 582-599.
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Il. Al IN MEDICAL RESEARCH-NEGATIVE IMPACTS

 As Al handles more data analysis tasks,
3. Loss of researchers may lose proficiency in
traditional research skills and statistical
Resequher methods potentially reducing their ability to
Skills critically evaluate Al-generated results
e Van Rijmenam (2024).

R EU [ (1| The use of Al in research raises
Proper’ry and guestions about intellectual property

o and data ownership..
Ownership P
Issues: e Cath & Wachter, (2020).
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V. REGULATORY FRAMEWORK: Future Directions

e Effective regulation is

i Regulatory bodies must establish
Reg U |CIi'O I'y essen’r.lcl T.O address The. guidelines to ensure data privacy,
o negq’rlve ImpGCTS of Al algorithmic transparency, and
Oversight medical education and ethical use of Al
research

e Price & Cohen, (2019)

e Institutions must develop

~ ' Ethical Al development involves
E'l'thCll and adhere to ethical continuous monitoring and
standards for Al use in assessment to mitigate potential
Standards education and research LI

) e Van Rijmenam, M. (2024).
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CAN WE PROPOSE Al REGULATORY FRAMEWORKS

19

MODEL?

* respects patient « comply with applicable * ensure that Al
autonomy, privacy, and laws and regulations applications are safe,
confidentiality such as; data reliable, and effective

« adherence to ethical protection, intellectual » standards related to
principles such as property, and liability data quality,
beneficence, non- » establish policies and Interoperability, and
maleficence, and procedures for the cybersecurity
justice development, » establish processes for

deployment, and use of testing, validation, and
Al systems to ensure monitoring

legal compliance

Regulatory bodies should establish guidelines for the licensure and credentialing of healthcare
professionals who use Al technologies, ensuring that they have the necessary skills and knowledge to

operate Al systems safely and effectively




CONCLUSION

Establishing robust regulatory and ethical frameworks is essential to
mitigate the identified risks and ensure the responsible use of Al.

Medical regulatory authorities in Africa should effectively oversee
the use of Al in medical education and research

AMCOA is well-positioned to facilitate collaboration, establish
standards, and ensure that Al fechnologies are integrated responsibly
and ethically
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